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Background

• ViT (2020)
• Standard Transformer
• Global instead of local

Øsingle low resolution
(14 x 14 / 16 x 16 patches)

• semantic segmention
• object detection

Øquadratic complexity



Hierarchical Architecture

• Patch Partition （P=4）
• Patch Merging * 3



Swin Transformer Block

Shifted
Window
based
Self- 
Attention



Shifted Window based Self-Attention

• Self-attention in non-overlapped windows (W-MSA)
• Attention in local windows containing M x M patches
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Limited modeling power: 
lacks connection across 

windows



Shifted Window based Self-Attention
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Considerable increase in the amount of windows

2 x 2 3 x 3 x 2.25



Shifted Window based Self-Attention

• Efficient batch computation for shifted configuration
• masked-MSA: limit self-attention computation within only
adjacent sub-windows
• Maintain the number of batched windows as the same as
that of regular window partitioning



Shifted Window based Self-Attention

• Shifted window partitioning in successive blocks
• Alternates between two partitioning configurations



Shifted Window based Self-Attention

• Relative position bias

Absolute position 
embeddings

Relative position 
embeddings



Results

Image 
Classification 

Object Detection Semantic
Segmentation 



Ablation Study

Shifted windows 
configuration 

Batch computation 
based on cyclic shift





Contribution

• scaling up to 3 billion parameters
• resolution up to 1,536 x 1,536
• open source of crucial implementation details of saving GPU memory



Adaptations from V1

• pre-norm -> post-norm
• dot product attention -> scaled cosine attention
• relative position bias -> log spaced continuous relative position bias

capacity

resolution



Implementation Tricks

• Zero-Redundancy Optimizer (ZeRO)
• Regular: broadcast model parameters and optimization states to every GPU or 

a master node => too redundant for large model
• ZeRO: the model parameters and the corresponding optimization states will 

be divided and distributed to multiple GPUs

• Activation check-pointing
• Saving space of feature maps

• Sequential self-attention computation
• Compute self-attention sequentially instead of batch-wise in first two stages



Results



Thank you!


