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Problem Long-term Human Motion Prediction

Given the scene image and the persons past pose and location history in 2D, 

predict his future poses and locations in 3D



View-Point

• Human movement is goal-directed

• It is influenced by the spatial layout of the objects in the scene

• Heading towards the window

• Finding a path through the space avoiding collisions

• It is crucial to perceive the environment

• If not navigate a new room with lights off 



Intuitive Solution

• When we decide to do sth
• First defining the goal



Intuitive Solution

• When we decide to do sth
• Then planning a plausible path



Intuitive Solution

• When we decide to do sth
• Finally taking the action



The Core Idea

1. To understand long term behavior, we must reason in terms of goals 

2. Plausibility of the path using the scene context

Problem Statement

Given 2D pose history and 2d scene context

Predict the next T-step 3D human poses



Overall Pipeline

• Inputs
• A N-step 2D human pose history 𝑋1:𝑁
• 2D image of the scene I (the Nth frame scene context)

• Outputs
• Next T future poses in 3D 𝑌𝑁+1:𝑁+𝑇



GoalNet

Allow the model to express uncertainty of 

human motion 

By learning a distribution of possible 

motion destinations, instead of a single 

hypothesis. 

Using conditional VAE to learn the 

distribution (latent space)



Quick Review of VAE

• Simple auto-encoder
• Goal: compress the data into a smaller representation

• Loss: reconstruction loss

𝐿𝑜𝑠𝑠 = 𝑥 − 𝑑(𝑒(𝑥))
2

• Can not be used for generative process

• Variational auto-encoder
• Adding a regularization term in the loss function

𝐿𝑜𝑠𝑠 = 𝑥 − ො𝑥
2
+ 𝐾𝐿[𝑁 𝜇𝑥 , 𝜎𝑥 , 𝑁(0, 𝐼)]



Quick Review of VAE

• Conditional Variational Auto-encoder
• No control on the data generation process on VAE

• From where should be pick the sample (e.g. MNIST generation)?



GoalNet

• Learns a distribution of possible 2D destinations

• Conditioned on the 2D pose history and the scene

𝑧~𝑄 𝑧 𝐻1:𝑁
1:𝐽 , 𝐼 ≡ 𝒩 𝜇, 𝜎

𝜇, 𝜎 = 𝐹𝑒𝑛𝑐 𝐻1:𝑁
1:𝐽 , 𝐼

• Decoding
𝐻𝑁+𝑇
𝑟 = 𝐹𝑑𝑒𝑐(𝑧, 𝐼)

• The whole process
𝐻𝑁+𝑇
𝑟 = 𝐹(𝐻1:𝑁

1:𝐽 , 𝐼)

𝐿𝑑𝑒𝑠𝑡2𝐷 = 𝑋𝑁+𝑇
𝑟 − 𝑋𝑁+𝑇

𝑟

𝐿𝐾𝐿 = 𝐾𝐿[𝑄 𝑧 𝐻1:𝑁
1:𝐽 , 𝐼 ||𝒩 0,1 ]

• During test: samples a set of latent variables {z} from 𝒩 0,1 and map 

them to multiple plausible 2D destinations



Overall Pipeline



PathNet

• The destination determines where to move 

• The scene context determines how to move

• Input
• Pose history, scene image, 2d destination

• Backbone
• Hourglass54

• Output

• Global 3D path ( 𝐻𝑁+1:𝑁+𝑇
𝑟 , መ𝑑1:𝑁+𝑇

𝑟 )
𝐻𝑁+1:𝑁+𝑇
𝑟 , መ𝑑1:𝑁+𝑇

𝑟 = Φ 𝐼, 𝑋1:𝑁
1:𝐽 , 𝑋𝑁+𝑇

𝑟

• The 3D path 𝑌1:𝑁+𝑇
𝑟 would be obtained using 

• Depth ( መ𝑑1:𝑁+𝑇
𝑟 ), 2D path X1:𝑁+𝑇

𝑟 , Camera intrinsic (𝐾)

𝐿𝑝𝑎𝑡ℎ2𝐷=||𝑋𝑁+1:𝑁+𝑇
𝑟 − 𝑋𝑁+1:𝑁+𝑇

𝑟 ||

𝐿𝑝𝑎𝑡ℎ3𝐷 = 𝑌1:𝑁+𝑇
𝑟 − 𝑌1:𝑁+𝑇

𝑟 + || 𝑌1:𝑁+𝑇−1
𝑟 − 𝑌2:𝑁+𝑇

𝑟 ||

• During training: the ground-truth destination to train 

• During testing: predictions from the GoalNet



Overall Pipeline



PoseNet

• Instead of predicting the pose from scratch

• First obtain a noisy 3D poses ത𝑌1:𝑁
• Given 𝑋1:𝑁 into 3D using the human

• Torso depth 𝑑1:𝑁
𝑟

• Camera intrinsic K

• Next replicate the present 3D pose ഥY𝑁 to the future 3D path location for the 

initial estimation of future 3D poses ത𝑌𝑁+1:𝑁+𝑇
• Finally revising the initialization using transformer network

𝑌𝑁+1:𝑁+𝑇 = 𝜓 ത𝑌1:𝑁+𝑇
𝐿𝑝𝑜𝑠𝑒3𝐷 = ||𝑌𝑁+1:𝑁+𝑇 − Y𝑁+1:𝑁+𝑇||

• During training, ground-truth 3D path is used for estimating 3D pose 𝑌1:𝑁+𝑇
𝑟

• During testing, the predicted 3D path from PathNet 𝑌1:𝑁+𝑇
𝑟



GTA-IM Dataset

• Existing datasets have relatively noisy 3D human pose annotations and limited 

long-range human motion

• focus on the task of human pose estimation or parts segmentation with limited 

interactable objects 



GTA-IM Dataset

• Using GTA game engine

• controlling characters, cameras, and action tasks 

• Randomizing the goal destination inside the 3D scene, the specific task to do, the 

walking style;  controlling the lighting condition, camera 

• In total, one million RGBD frames of 1920 × 1080 resolution with the

ground-truth 3D human pose (98 joints), human segmentation, and camera pose 



Datasets Usage

• GTA-IM
• 8 scenes for training and 2 scenes for evaluation (each scene has several floors) 

• PROX 
• Captured using the Kinect-One 

• 12 different 3D scenes and RGB sequences of 20 subjects moving in and interacting 

with the scenes 

• 52 sequences for training and 8 for testing



Results GTA-IM

• No prior work that predicts 3D human pose with global movement using 2D pose 

sequence as input 

Transformer network

sequence-to-sequence modeling

performing 3D prediction directly from 2D

Treating the entire problem as a single-stage

sequence to sequence task

Metric: Mean Per Joint Position Error (MPJPE)



Results GTA-IM

• No prior work that predicts 3D human pose with global movement using 2D pose 

sequence as input 

First predicting future 2D pose using TR

Then lifting to 3D 



Results GTA-IM

• No prior work that predicts 3D human pose with global movement using 2D pose 

sequence as input 

Combining 2D-to-3D human pose 

estimation method and 3D human pose 

prediction method 



Results GTA-IM

• No prior work that predicts 3D human pose with global movement using 2D pose 

sequence as input 

Removing GoalNet

directly using PathNet to produce 

deterministic 3D path predictions 



Results GTA-IM

• No prior work that predicts 3D human pose with global movement using 2D pose 

sequence as input 

Stochastic mode

Enabling sampling multiple 3D paths during inference

selecting the

predictions among all samples that best matches ground 

truth to report the error 



Results GTA-IM

• No prior work that predicts 3D human pose with global movement using 2D pose 

sequence as input 

directly regressing 3D coordinates

The 3D path as the depth + 2D heatmap center has better 

strong correlation to the image appearance 



Results GTA-IM

• No prior work that predicts 3D human pose with global movement using 2D pose 

sequence as input 

replacing pixels outside human crop 

by ImageNet mean pixel values 



Results GTA-IM

• No prior work that predicts 3D human pose with global movement using 2D pose 

sequence as input 

using ground-truth 2D destinations instead

of predicted ones

The most difficult part → finding the goal 



Results PROX

Uncertainty of future motion in the real dataset is larger.

Stochastic predictions have more advantage



Results

stochastic model can

achieve better results with a small 

number of samples especially in 

the long-term prediction 

GTA-IM

PROX



Results Qualitative Results

3D Path Prediction on PROX

History of human center position Predicted 3D path



Results Qualitative Results

3D Path Prediction on GTA-IM

History of human center position Predicted 3D path



Results Qualitative Results

3D Pose Prediction



Thank you for your attention


