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A versatile deep generative model for multiple purpose in human body 
analysis:

● Human image reconstruction
● Human image generation
● Pose transfer
● Pose estimation

in a semi-supervision manner.
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Preliminaries
● Variational AutoEncoder (VAE)

● Conditional VAE

● Semi-supervised CVAE

● VAEGAN
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Methods
● Conditional-DGPose

○ Full supervision

● Semi-DGPose
○ Semi-supervision



Architecture of Conditional-DGPose



Loss = KL-divergence + L1-Norm + Adversarial



Applications of Conditional-DGPose

1.Reconstruction
2.Pose transfer

3. Conditional generation



(a) Reconstruction
    （same pose）



(b) Pose Transfer/Manipulation
   (different pose)

Cross-domain pose transfer



(c) Conditional image generation.



Architecture of Semi-DGPose



Mapper: an offline-learned neural unit which maps pose vector to pose heatmap.

Loss = Loss_unlabel + Loss_label
Loss_unlabel = KL (top) + KL (bottom) + L1-norm + Adversarial
Loss_label = KL (top) + Pose regression loss + L1_norm + Adversarial



Applications of Semi-DGPose

1. Pose estimation
2. Reconstruction

3.Indirect Pose transfer
4.Conditional generation



With 25%, 50%, 75%, 100% of supervision.

(a) Pose estimation.



Image reconstruction with 100%, 75%, 50%, 25% of supervision, 
and Conditional-DGPose.

(b) Reconstruction.

Direct manipulation by change person’s height.



Not given.

(c) Image generation.



(d) Indirect Pose transfer.
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● Human3.6 M
○ 317,989 and 1280 images for training and testing
○ Resolution of 1000 x 1000

● ChictopicalPlus
○ 23,011 and 2873 images for training and testing
○ Resolution of 286 x 286

● DeepFashion
○ 44,950 and 6560 images for training and testing
○ Resolution of 256 x 256
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Metrics
● Image quality of Reconstructions

○ PSNR and SSIM
○ The higher, the better

● Accuracy of reconstructed poses
○ Extract pose from reconstructed image, and compare it to the ground truth pose
○ PCK. The higher, the better.

● Accuracy of pose estimation (Semi-DGPose)
○ PCK



Results of Conditional-DGPose



Results of Conditional-DGPose

Image Quality

Accuracy of reconstructed pose



Results of Conditional-DGPose



Image reconstruction



Results of Conditional-DGPose

Image Quality

Accuracy of reconstructed pose



Results of Semi-DGPose



Different level of supervision

Image Quality

Pose estimation accuracy



Different methods

Image Quality

Accuracy of pose reconstruction



Thanks!


