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Splat4D: Diffusion-Enhanced 4D Gaussian Splatting for Temporally and Spatially 
Consistent Content Creation

Splat4D - a novel framework enabling high-fidelity 
4D content generation from a monocular video.

Our method demonstrates strong generalization capabilities, enabling the generation of temporally stable and high-fidelity 
4D content from monocular videos, images, and text prompts. 



Pipeline



Pipeline - Coarse 4D Gaussian Generation

• Utilize the video diffusion model to generate the image 
sequence.

• Use MV-Adapter to generate additional views.
• Apply image enhancer to improve quality and details.
• Utilize an asymmetric U-Net and Splatter Image head to 

transform multi-view image sequence into a Gaussian 
sequence



Pipeline - Spatial-Temporal Consistency Refinement

DINOv2 + Pixel-wise uncertainty prediction network

• Mask inconsistent areas by uncertainty prediction.
• Inpaint masked areas by video diffusion model.
• Optimize gaussian sequence by denoised video.



Pipeline - Generalizable 3D Gaussian Field Predictor Learning



Implementation Details



Comparison



Comparison



Application - Text/Image Conditioned 4D Generation.
+ text-to-image diffusion model
+ stable video diffusion model



Application - 4D Human Generation. + human pose extraction model
+ 2D human motion transfer model



Application - Text-guided Editing + text-to-image diffusion model
+ Instruct-Pix2Pix (text guided image-to-image translation)





Pipeline



Pipeline - Spline Interpolation



Pipeline - Time-variant Spatial Encoding (TVSE)



Pipeline – Velocity and Acceleration Regularization
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