
Motivation

● Hand details are not clearly 
visible from the Kinect 
cameras due to the 
distance

● The 360 camera has a 
closer view with limited 
occlusion

● Use the 360 camera to 
improve hand details
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Samples



MANO

Part of SMPL-X whole-body model

Parameters:

● Pose: 45 parameters (15 joints × 
3 rotation parameters)

● Shape: 10 parameters
● Vertices: 778



Dataset

● 1,400 YouTube videos
● hand activities including sign language, cooking, everyday activities, sports, and games 

with ego- and exo-centric viewpoints



Dataset Annotation

1. Hand Detection
a. ViTPose
b. AlphaPose

2. Hand Pose Estimation
a. MediaPipe
b. OpenPose
c. ContactHands

3. Fine-tuning
a. Confidence-based weighted average for hand localization
b. 2D landmarks for 3D parametric hand model fitting
c. Bio-mechanical constraints for rotations and bone length



Detector

● BCE: Binary Cross Entropy
● DFL: Distributional Focal Loss
● IoU: Intersection over Union
● Kpts: L2 loss on the keypoints



3D Reconstruction

● Hand pose θ (48p)
● Hand shape β (10p)
● Camera parameters 

(translation and scale)



Limitations

Learning-based models fail on edge cases Detector might fail on small hands



Question?

Thanks!


