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Contributions

• New task: Promptable Visual Segmentation (PVS) – expand SAM1 in image and video segmentation.

• New dataset: SA-V – a large-scale dataset for video object segmentation engined by SAM2.

• Track arbitrary object

• Satisfying performance on occlusion
and similar appearance

• Potential applications on video editing:
object removal, pixelate and
colorization, etc.



Task Description
Promptable Visual Segmentation (PVS) allows providing prompts (e.g. points, boxes and masks) to the model
on any frame of a video.

• Online Promptable Visual Segmentation: The evaluation follows one-pass evaluation manner.

• Offline Promptable Visual Segmentation: The evaluation will run several times with all previous prompts.
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SAM2 Model

Image encoder: The image-level features are extracted by MAE Pretrained Hiera image encoder[1].

Memory attention: Several Transformer blocks, with self-attention and cross-attention with memories.

Prompt encoder: The point and box prompts are represented by positional encodings and masks are firstly
embedded by convolutions and summed with the frame embedding.

Memory encoder and memory bank: The memory generates a memory by downsampling the output mask using
a convolutional module. The memory bank contains N memories (downsampled output mask), M prompted frames
(prompts with frame embedding) and a list of object pointers (foreground object features)

Mask decoder: generates both mask and occlusion confidence to evaluate the quality of generated mask.

Mask decoder



Experiments
Results on semi-supervised VOS

SOTA performance on DAVIS 
and most VOS datasets.

Significant improvement 
against baseline method



Experiments
Results on Offline PVS

Results on Online PVS

>5% higher than 
the baseline



SA-V Dataset

• Very large-scale video dataset for object segmentation

• General object categories

• 190.9K manual masklets and 451.7K automatic masklets

• Semi-supervised annotation
Ø Step1: Image-level annotation using SAM
Ø Step2: Video-level annotation using SAM and SAM2
Ø Step3: Video-level annotation using fully-featured

SAM2

Ø Auto masklet generation using SAM2



Try the demo 
Extreme Illumination

Hard to segment
Missing segmentation when scale variation

Occlusion and Similar Appearance

Inferior performance when occlusion
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Motivation and Contributions

Visual trackers struggle in the scenes with distractors, which indicates the importance of the memory model.

• A distractor-aware memory model are proposed to stress the importance of memory model in visual tracking,
which contains Recent Appearance Memory (RAM) and Distractor Resolving Memory (DRM).

• A new distractor-distilled (DiDi) dataset is proposed to study the distractor problem.



Distractor-Aware Memory (DAM)

The memory model in SAM2 only utilizes the most recent appearances to model the target, suffering model
draft when the distractors occur.

In DAM, the memory can be separated into Recent Appearance Model (RAM) and Distractor Resolving
Memory (DRM).

Ø RAM stores the most previous appearance and updates within a fixed interval (∆ = 5)
Ø DRM stores the critical information for resolving distractors, where the distractor is detected by the
SAM2 model within high confidence. (The overlap between alternative and selected masks is less
than a threshold and the IoU score from SAM is larger than a threshold.)

Provide a training-free method to enhance
the ability in handling distractors.



Distractor-Distilled (DiDi) Dataset

A subset of popular tracking benchmarks, which contains non-negligible distractors. – The feature similarity
between regions outside and inside the bounding box area.

• Select 180 sequences from 808 sequence.

• Selected from GOT10k, LaSOT, UTB180,
VOT-ST2020, VOT-LT2020, VOT-ST2022,
VOT-LT2022.

• Most sequences are from VOT challenges



Experiments SAM2.1PRES: Suspend the memory update when the target is absent.
SAM2.1∆= 5: Update the memory within the interval of 5 frames.
SAM2.1DRM1: Update DRM only when the IoU score is larger than a threshold.
SAM2.1DRM2: Update DRM when the distractor is detected.
SAM2.1++: The proposed method.

Frequent memory update will influence the robustness of
appearance model due to the appearance redundancy.

DRM module highly depends on the segmentation accuracy.

A simple modification on memory module
can increase performance significantly !
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