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Contributions
•We identify the problem of geometry-aware semantic correspondence and show that pre-trained features of 
foundation models (SD and DINOv2) struggle with geometric information. 

•We propose to improve geometric awareness of the features in both unsupervised and supervised manners.

•We introduce a large-scale and challenging benchmark, AP-10K, for both training and evaluation. 

•Our method boosts the overall performance on multiple benchmark datasets, especially on the geometry-
aware correspondence subset. It achieves an 85.6 PCK@0.10 score on SPair-71k, outperforming the state-of-
the-art method by more than 15%. 



Preliminary: Semantic correspondence using 
SD + DINOv2 feature

[1] Zhang, Junyi, et al. "A tale of two features: Stable diffusion complements dino for zero-shot semantic correspondence." Advances 

in Neural Information Processing Systems 36 (2024).



Limitations: geometric ambiguity

Geometry-ambiguous matching cases require an 
understanding of instances’ orientations or 
geometry

Gather geometry-aware subset:
(a) A keypoint from the source image and a keypoint from the target 

image belong to the same semantic subgroup (eyes, paws…).
(b) There are other visible keypoint(s) belonging to the same 

subgroup in the target image.
(c) Such cases account for 82.4% of total image pairs and 59.6% of 

matching keypoints.



Global Pose Awareness of Deep Features
Analyze if deep features are aware of high-level pose (or viewpoint) information of an instance in an image. 

Instance matching distance (IMD). Nearest neighboring

Pose prediction via IMD 

• Generate multiple pose template sets.
• Compute the IMD between the input and template 

images for each set.
• Predict the pose whose IMD is the smallest by a collective 

vote across all sets.

The deep features are aware of global pose information. 



Improving Geo-Aware Correspondence

Test-time Adaptive Pose Alignment (zero-shot setting) 

• Augment the source image by using a set of pose-
variant augmentations (e.g. flip, rotations etc.).

• Calculate the IMD between the augmented source 
images and the target image.

• Choose the optimal pose with the minimum IMD 
distance.

This simple pose alignment can drastically 
improve the correspondence accuracy in a 
test-time, unsupervised manner. 



Improving Geo-Aware Correspondence

Dense Training Objective (supervised setting) 

CL: Contrastive loss

෨𝐹 = 𝑓 𝐹 : the refined feature map

𝑓(·) : a trainable lightweight post-processor

𝐹: the raw feature map

𝑃: Annotated keypoint pairs set

Add dropout at the input feature map 𝐹 and 
Gaussian noise 𝜖 that perturbs the GT to prevent 
overfitting



Improving Geo-Aware Correspondence

Pose-variant Augmentation 

A set of pose-varying augmentation schemes 

1) double flip: flipped source image and flipped target image;
2) single flip: flipped source image and original target image; 
3) self flip: source image and flipped source image. 

keypoint annotations are 
correspondingly flipped to preserve 
the inherent geometric concept
 (e.g. the left paw should be the right 
paw after flip).

Window Soft Argmax

1) we determine the target center location using 
the argmax operation.

2) Apply soft-argmax on the pre-defined window.



Improving Geo-Aware Correspondence

Dense Training Objective (supervised setting) 



Experimental Results 

Datasets 

Two widely-used benchmark

        PF-Pascal and Spair-71k

Propose a new large-scale benchmark with AP-10K dataset

AP-10K: an existing animal pose estimation 
dataset consists of 10015 images across 23 
families and 54 species. All images share the 
same keypoint annotation of 17 keypoints.

261k training / 17k validation / 35k testing pairs.

3 setting for validation and testing:
      intra-species / cross-species / cross-family
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