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Task: Dense Visual Semantic Correspondence
Semantic correspondence (SC) estimation aims to find local regions that correspond to the same semantic 
entities across a collection of images , where each image contains a different instance of the same object 
category.

[1] Kulkarni, Nilesh, Abhinav Gupta, and Shubham Tulsiani. "Canonical surface mapping via geometric cycle consistency.“ ICCV. 2019.

A related task: canonical surface mapping [1]



Limitations of SSL-based Correspondence Matching

Current models are typically trained only on 2D 
images, they are not able to learn 3D-aware 
representations, and often converge to similar 
features for object parts that share appearance but 
not fine-grained semantics. (2 main limitations, 
symmetries and repeated parts)

Limitations:

(i) they fail to correctly distinguish object symmetries, 
e.g. the left and right side of the car have the same 
features

(ii) they struggle to distinguish individual parts, e.g. 
the wheels are represented by the same features 
irrespective of their location on the car.



How to address above limitations without:
- re-training SSL model
- Using groundtruth correspondences

Solution:

Introducing explicit 3D knowledge via a weak geometric spherical prior

𝜙: (𝑰, x) → 𝑧 ∈ 𝑍 ⊂ ℝ𝑑 𝜙 is a frozen SSL backbone model (DINOv2 here)

𝑓𝑆: (𝑰, x) → 𝑠 ∈ 𝑆2 ⊂ ℝ3 𝑓𝑆 is the spherical Mapper 

𝑆𝑧: (s, c) → 𝑧 ∈ 𝑍 ⊂ ℝ𝑑 𝑆𝑧 is a joint learned spherical prototype, c is a category token



Training

Reconstruction Loss Instance masks Cosine distance

Viewpoint regularization

Gt camera viewpoint

Assumption:
The average coordinate of a spherical map of an image I can be viewed as a coarse 
approximation of the camera viewpoint under which the object is seen.

Average direction

In practice, 𝑣𝐼 is discretized among a small number of bins, representing azimuth angle

𝐿 = 𝐿𝑟𝑒𝑐 + 0.3𝐿𝑟𝑑 + 0.3𝐿𝑜 + 0.1𝐿𝑣𝑝



Training
Relative distance loss

Assumption

𝑎𝑛𝑐 = 𝑎 𝑝𝑜𝑠 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑥∈{𝑏,𝑐} 𝑎 − 𝑥 𝑛𝑒𝑔 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑥∈{𝑏,𝑐} 𝑎 − 𝑥

Orientation loss

Assumption  image triplets of large determinants should 
also have large determinant on the sphere

a threshold dτ = 0.7

𝑑𝑆 = det 𝑃𝑎 𝑠𝑏 − 𝑠𝑎 , 𝑃𝑎 𝑠𝑐 − 𝑠𝑎)

𝑑𝐼 = det(𝑏 − 𝑎, 𝑐 − 𝑎)

Linear projection to the plane tangent

Swapping b and c if 𝑑𝐼 is negative

𝛿 = 0.5



Correspondence via combined representations

𝛼 = 0.2



Spair71k data example






